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Abstract

This abstract proposal presents a Retrieval-
Augmented Generation (RAG) system de-
signed to assist users in navigating legal doc-
uments by combining large language models
(LLMs) such as GPT-4 and Meta LLaMA with
a curated legal database. Our approach ad-
dresses two critical challenges in the legal do-
main: the opacity of AI-driven tools, often re-
ferred to as "black boxes," and the risk of gener-
ating hallucinated content that is not grounded
in reality. By grounding responses in veri-
fiable legal texts, our system ensures trans-
parency and accuracy in AI-generated legal
advice. We will evaluate the system using an
expert-curated legal dataset, benchmarking its
performance against direct LLM prompting,
while advancing towards public accessibility
and open-source contributions for further re-
search in the legal domain.

1 Introduction

The application of generative AI (GenAI) in the
legal field has led to an influx of AI tools designed
to assist with tasks like document analysis and case
law retrieval. However, many of these tools operate
as "black boxes," leaving users in the dark about
how decisions are made and whether the generated
information is reliable. This opacity is especially
concerning in legal contexts where the cost of mis-
information can be substantial. Legal professionals
are often hesitant to trust such AI tools, while stu-
dents and non-experts may be misled by hallucina-
tions—fabricated information that is not grounded
in the input data or legal documents (Magesh et al.,
2024).

Although models like GPT-4 (OpenAI, 2023)
and Meta LLaMA (Touvron et al., 2023) are power-
ful, they can generate responses that are not always
rooted in fact. This poses a serious problem in the
legal domain, where accuracy and traceability are
essential. AI models must not only generate useful

answers but also allow users to verify the sources
of those answers.

Commercial legal research service providers
have been developing tools that claim to use RAG
to address the hallucination problem of LLMs.
However, recent work (Magesh et al., 2024) shows
that these commercially available legal research
tools may not be as reliable as claimed. This high-
lights the need for more academic work to thor-
oughly evaluate the potential of RAG for legal
queries and its effectiveness in mitigating hallu-
cinations.

Our project addresses these challenges by lever-
aging a Retrieval-Augmented Generation (RAG)
architecture which have been shown to generate
more specific, diverse, and factual language com-
pared to parametric-only models, particularly for
knowledge-intensive tasks (Lewis et al., 2020).
This architecture restricts generated responses to
information retrieved from a curated database of
legal texts, providing users with clear trails to the
documents used in the reasoning process. By doing
so, we mitigate hallucinations and promote trust in
AI-driven legal tools, while encouraging interdisci-
plinary collaboration between computer scientists
and legal professionals to build systems that are
both robust and aligned with the specific needs of
the legal domain.

2 Dataset

For our RAG system, we use the Open Australian
Legal Corpus, the first and only multijurisdictional
corpus of Australian legislative and judicial docu-
ments. This dataset1, created by Umar Butler, con-
sists of over 229,000 legal texts, including statutes,
regulations, bills, and court decisions from various
Australian jurisdictions.

With over 1.4 billion tokens, it provides compre-

1https://huggingface.co/datasets/umarbutler/open-
australian-legal-corpus
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hensive coverage of Australian law, making it the
most suitable dataset for ensuring our system re-
trieves authoritative and relevant legal information.
Its open-source licensing further supports accessi-
bility, making it an ideal choice for developing and
evaluating AI-driven legal tools such as ours.

3 Methodology

Our system is built around a Retrieval-Augmented
Generation (RAG) framework designed to assist
users in querying legal documents and receiving
reliable, grounded answers. The architecture lever-
ages the LangChain2 framework to integrate large
language models (LLMs), such as GPT-4, with a
curated legal document database, as shown in Fig-
ure 1. The following steps outline how the system
processes user queries:

• Query Handling and Model Selection:
Users submit legal queries, which the system
routes to the appropriate large language model
(LLM) such as GPT-4 or Meta LLaMA, man-
aged through LangChain. The model is cho-
sen based on its suitability for the specific type
of query.

• Document Retrieval: The system accesses
a curated database of legal texts, including
case law and legislation, to retrieve relevant
documents based on the user’s query. These
documents serve as the foundation for gener-
ating accurate, grounded responses.

• Answer Generation and Evaluation: Us-
ing the RAG architecture, the LLM generates
answers restricted to the retrieved legal docu-
ments. The system performs a self-evaluation
of the generated response to check for quality
and potential hallucinations. If the answer is
aligned with the documents, it is marked as
passing.

• Answer Delivery and Refinement: If the
generated answer passes the evaluation, it is
delivered to the user with references to the
source documents. In cases where the answer
does not pass, the system either performs a
web search to retrieve additional information
or applies alternative methods to generate a
reliable response.

The pipeline, depicted in Figure 1, summarizes
this process.

2https://www.langchain.com/

Figure 1: System architecture for the RAG-based legal
document navigation.

4 Evaluation

Evaluating RAG for legal queries is challenging,
as multiple documents may validly answer a single
query. To address this, we have created an anno-
tated dataset of question-answer pairs along with
supporting resources. Our evaluation will include
BLEU score (Papineni et al., 2002) comparisons
to assess alignment between RAG-generated re-
sponses and expert-provided answers, and docu-
ment retrieval accuracy to measure how well re-
trieved documents match expert-selected sources.

We will also compare RAG performance with di-
rect LLM prompting to assess the value of retrieval
in generating grounded responses. Additionally, a
crowdsourced evaluation will involve law students
selecting the better answers between RAG outputs
and baseline LLM outputs in a blind comparison.

5 Contributions and Future Work

The contributions of this work will be as follows:

• A legal dataset, curated with expert-verified
questions, answers, and supporting references,
to benchmark the system.

• A comparison between direct LLM prompting
and the RAG framework in the legal domain.

• Plans to host the system for public access,
with law students and legal professionals as
primary users.

• The release of the source code and dataset
as open-source, encouraging further research
and development.

Our future work will focus on refining the sys-
tem based on evaluation results, ensuring its prac-
tical application in real-world legal contexts, and
expanding the dataset to cover broader legal areas.
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